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ABSTRACT
This paper provides an overview of the approach we used as team
DArgk1 for the ACM RecSys Challenge 2024. The competition was or-
ganized by Ekstra Bladet and focused on addressing both technical
and normative challenges in designing an effective and responsible
online news recommender system. Our proposed method aims to
model user preferences based on implicit behavior while consider-
ing the news agenda’s dynamic influence and the news items’ rapid
decay. We employed deep learning models to estimate the likeli-
hood of a user clicking on a list of articles seen during a specific
timeframe. To this end, we proposed a transformer-based model
capable of encoding user reading history to rank articles according
to the user preferences with a focus on beyond accuracy perfor-
mance for users with different preferences than the average user.
Our submission achieved the 2nd rank and overall score of 0.7709 in
the competition academia-track final results. We release our source
code at: https://github.com/dkw-aau/RecSys2024Challenge.

CCS CONCEPTS
• Information systems→ Recommender systems.
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1 INTRODUCTION
News consumption has shifted dramatically in recent years, with an
increasing share of news being consumed online [7]. Recommender
systems have become crucial as algorithmic content curators in
media, helping users find relevant content and influencing what
news the public does and does not see [20]. These systems play a
pivotal role in directing citizens’ attention to important information,
thereby supporting democratic society [20]. At the same time, for
1DArgk stands for the authors’ base countries: Denmark and Argentina.
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news media, recommenders help them to remain relevant in the
global competition for attention, increase engagement with content,
inform citizens, and offer services that people are willing to pay for
[20]. However, this power to shape reading agendas also introduces
new risks and responsibilities.

Traditionally, the evaluation of recommender systems has fo-
cused on maximizing accuracy, evaluated through metrics measur-
ing the accuracy/relevance of recommended items by comparing
them to users’ consumption/click history [6]. Consequently, rec-
ommender systems often provide users with personalized items
similar to those they have previously shown interest in. While this
approach may increase click rates, it does not necessarily encourage
users to explore new and diverse content [4].

Diversity refers to the idea that users can interact with infor-
mation from their surroundings from multiple sources exposing
different viewpoints so they can make balanced and informed deci-
sions [8]. On the contrary, users with little or no exposure to diverse
(or even contradicting) views can become unintendedly trapped in
isolated filter bubbles [4, 14]. These bubbles lead to self-reinforcing
patterns of narrowing content exposure causing user segregation
and other biases [1, 13]. Enhancing recommendation diversity and
novelty is linked to increased fairness and reduced biases [17].

Fairness has become a crucial topic in recent years [3, 12]. Differ-
ent fairness notions in the literature reflect normative ideas about
how a recommender system should behave [3]. One common dis-
tinction is between individual and group fairness [3]. Individual
fairness requires treating similar individuals similarly, though defin-
ing task-specific similarity metrics for individuals might be chal-
lenging. Group fairness, on the other hand, requires that protected
groups are treated similarly. Most group fairness studies group
users by sensitive features (e.g., gender, race, ethnicity, religion).
However, group definition can also be based on user activity (e.g.,
number of interactions, cumulative ratings) [5, 12] or preferences
(e.g., distribution of item consumption across categories).

In this work, we focused on fairness for users with atypical be-
havior (i.e., users whose reading profile focus on article categories
that are not popular across the average user. In this regard, we eval-
uated the capability of our model to adapt to the user’s atypicality
while preserving novelty and diversity in the recommendations.
Since our model is based on a transformer architecture that repre-
sents users mostly based on their reading history, we argue that
the model can easily represent atypical users.

2 PROBLEM FORMULATION
The ACM RecSys Challenge2 was organized by Ekstra Bladet, a
Danish newspaper. The digital edition presents users with a set of
2http://www.recsyschallenge.com/2024/
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potentially relevant articles. The goal is to predict which of these
articles the user will click. The task consists of creating a model that
captures users’ preferences and uses them to rank the presented
articles based on clicking likelihood. To this end, the model has
access to a 21-day history of users’ reading habits, demographic
information, and session information (used device and time).

Data collection.
The dataset is provided by Ekstra Bladet, and it is called “Ekstra
Bladet News Recommendation Dataset (EB-NeRD)”. The dataset con-
tains information from April 27 to June 8, 2023, and it is temporally
divided into train, validation and test. Each partition contains 21
days of historical data and 7 days of behavior data (used for eval-
uating task performance). The dataset also includes information
related to each article, such as the title, body, category, and date
and time of publication.

Evaluation.
The main evaluation metric is based on ROC AUC, using the scikit-
learn implementation3. However, as the reported results are a rank-
ing and not a probability, AUC was computed using the recipro-
cal rank. For example, let 𝑦𝑝𝑟𝑒𝑑 = [2, 1, 3] be a proposed ranking
and 𝑦𝑡𝑟𝑢𝑒 = [1, 0, 0], this is converted into 𝑦𝑝𝑟𝑒𝑑 = [ 12 ,

1
1 ,

1
3 ] =

[0.5, 1, 0.33..]. Hence, the 𝑎𝑢𝑐 (𝑦𝑝𝑟𝑒𝑑 , 𝑦𝑡𝑟𝑢𝑒 ) = 0.5. To obtain the
value for the whole dataset, the ROC AUC for all the predictions
is averaged. In addition to the main metric, MRR, NDCG@5, and
NDCG@10 are reported.

The testing dataset includes 200 000 beyond accuracy instances
without ground truth for evaluating metrics [9], such as diversity,
novelty, and coverage. This instance consists of different users who
are presented with the same 250 articles. The challenge organiz-
ers provide novelty, diversity, coverage, and serendipity for these
instance as defined in [9].

𝑐𝑏 − 𝑛𝑜𝑣𝑒𝑙𝑡𝑦 (𝑅,𝐻 ) = 1
|𝑅 | |𝐻 |

∑︁
𝑖∈𝑅

∑︁
𝑗∈𝐻

𝑑 (𝑖, 𝑗) (1)

𝑐𝑏 − 𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (𝑅) = 1
|𝑅 | ( |𝑅 | − 1)

∑︁
𝑖∈𝑅

∑︁
𝑗∈𝑅

𝑑 (𝑖, 𝑗) (2)

Finally, we analyzed user fairness in content-based novelty and
diversity (eq. (2)) [16] (cb-novelty and cb-diversity) in the ground
truth recommendations. Where 𝐻 is the user reading history, 𝑅
is the set of recommended articles, and 𝑑 (𝑖, 𝑗) = 1 − 𝑠𝑖𝑚(𝑖, 𝑗) is
the distance between articles and 𝑠𝑖𝑚(𝑖, 𝑗) is the article embedding
cosine similarity4. We computed the atypicality [23] of a user based
on the Jensen–Shannon divergence between the article category
distribution preferred by the user and the average article category
distribution preferred by all users. For example, if a user reads one
article in 𝐶1 and two articles in 𝐶2, while the average user reads
half of the articles in the𝐶1 category and half from the𝐶2 category;
this user atypicality is 𝐷 𝑗𝑠

( [ 1
3 ,

2
3
]
,
[ 1
2 ,

1
2
] )

= 0.119. In this context,
the higher the Jensen–Shannon divergence is, the further the user
preferences are from the average user. We characterized recom-
mendations based on their atypicality regarding users’ historical
preferences and the content-based cb-diversity, and cb-novelty.
3Scikit learn ROC ACU
4Similarity based on Sentence Transformer “paraphrase-multilingual-mpnet-base-v2”
model

3 DATASET PREPROCESSING
Here, we describe the features used and their preprocessing.
Article data.
The article data presents information about 125 541 news articles.
For representing articles, we used RoBERTa text embeddings [2]
and an unspecified image embedding provided by EB-NeRD. The
text embedding was used as provided, while the image5 embedding
was converted from R1024 to R128 by means of a simple 2-layer
encoder of an autoencoder. Since not all articles have an image em-
bedding, we used the zero vector for those cases. We also computed
embeddings for the category string using the model “paraphrase-
multilingual-mpnet-base-v2” provided by Sentence Transformer [15].
Finally, we also considered whether the article was premium (i.e., it
is behind a paywall) or not, and the sentiment of the article, namely
“Positive”, “Neutral”, or “Negative”. The publication date was used
indirectly to create derived behavior and history data features.

History data.
History data consists of an article list, and the date and time when
the user accessed each article. We extract the day of the week and
the hour of the day as categorical features with 7 and 24 possible
values, respectively. Moreover, we enrich the article features by
computing the delta time between the reading and publication times.
We discretize these values into 100 bins, ensuring that the number of
reading events in the training historical data is equally distributed
in these bins. As expected, most of the 125 182 942 reading events
in training occur close to the publication day, where half of these
events occur within 85 minutes of the publication.

Behavior data.
The behavior data contains user data, the used device, the time of the
event, and the candidate articles that are shown to the users, which
we call in-view articles. In addition to this, training and validation
datasets have articles’ clicked by the user in each interaction.

Users are characterized by whether they are logged, they have
a premium membership, gender (feminine, masculine), postcode
(metropolitan, rural district, municipality, provincial, big city), and
age group (10-year bins). Gender, postcode, and age group can be
unknown, which is always the case for users who are not logged in.
Around 11.8%6 of all interactions are from logged users. Moreover,
information about gender, postcode, and age group is not available
in around 30.2%, 78.9%, and 70.9% of the logged users respectively.

Regarding the interaction itself, we consider the access device
and the interaction date and time. The access device can be desktop,
mobile, tablet, or unknown. Desktop and mobile access represent
34.0% and 62.9% of the interactions. For the interaction time, we
extract the day of the week and the hour of the day. Finally, we
enrich the article features by adding the discretized delta time
between the interaction and publication dates. We use the same
scale for discretizing the articles as defined in “History data”.

4 MODEL
Figure 1 depicts our proposed model based on the transformers
architecture [19]. We propose using a transformer encoder/decoder

5Images were not provided due to copyright limitations.
6All percentages correspond to the training dataset. Nonetheless, they are very similar
in validation and testing.

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.roc_auc_score.html
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Figure 1: Model architecture.
to estimate the probability of clicking in-view articles given user
history. Around the transformer, our model places the “Article Delta-
Time Encoder” (ADTE) for capturing article information and the
moment when they are either read or presented to the user, the
“User-Interaction Encoder” (UIE) to add demographic information
about the user and the type of device they are using to access the
site, and the “Likelihood Estimator” that produces the final output
of the model, i.e., which article is most likely to be clicked.

The ADTE responsibility is to encode the article considering the
time delta from its publication and the moment of reading, in the
case of the history, or when it is presented to the user. The ADTE
is computed independently for all the articles independently from
each other, but with shared weights.

𝑐𝑡𝑥 (𝑎, 𝑡𝑎) = 𝑝𝑒 (𝑎) + 𝑠𝑒 (𝑎) +𝑤𝑒 (𝑡𝑎) + ℎ𝑒 (𝑡𝑎)
𝑎𝑟𝑡 (𝑎) = 𝐹𝐹 (𝑡𝑒 (𝑎) ++ 𝑖𝑒 (𝑎) ++ 𝑐𝑒 (𝑎)) + 𝑐𝑡𝑥 (𝑎)
𝐴𝐷𝑇𝐸 (𝑎, 𝑡𝑎) = 𝑎𝑟𝑡 (𝑎) + 𝑑𝑒 (𝑑𝑖𝑠𝑐 (𝑡𝑎 − 𝑎))

(3)

Equation (3) presents the definition of the ADTE component,
where 𝑎 is the article and 𝑡𝑎 is the time of access to the article,
i.e., when it is read or presented in view. 𝑝𝑒 (𝑎), 𝑠𝑒 (𝑎), 𝑤𝑒 (𝑡𝑎),
ℎ𝑒 (𝑡𝑎) represent the embeddings for the premium, sentiment, ac-
cess weekday, and access hour. These embeddings are trainable
and produce a R𝑑 vector, where 𝑑 is the embedding dimension,
which is set to 32. 𝑑𝑒 (𝑑𝑖𝑠𝑐 (𝑡𝑎 − 𝑎)) is a trainable embedding for
the discretization (see Section 3) of the delta time between access
and publication. During training, a 10% dropout is applied to all
embeddings. Finally, 𝐹𝐹 (𝑥) is a feed-forward network as defined
in eq. (4), all layers in the feed-forward network output a R𝑑 . 𝑡𝑒 (𝑎),
𝑖𝑒 (𝑎), and 𝑐𝑒 (𝑎) are the pre-computed (non-trainable) embedding
for the article text, image, and category respectively (see Section 3);
and ++ is a concatenation operation.

ℎ𝑖 (𝑥) = 𝑥 ·𝑊𝑖 + 𝑏𝑖
𝐹𝐹 (𝑥) = ℎ2 (𝑑𝑟𝑜𝑝𝑜𝑢𝑡 (𝑆𝐸𝐿𝑈 (ℎ1 (𝑥))))

(4)

Our model central component is an encoder-decoder transformer.
The rationale for using this transformer is two-fold. Firstly, trans-
formers have been proven effective in capturing relations within
the user history to make new predictions, particularly in sequence
recommendation [18, 22, 24]. Secondly, the attention mechanism
allows us to represent items not only based on their features but
also on the features of other items. Since the goal is to estimate
the likelihood of a user clicking a particular article given a set of
articles, i.e., we need to characterize the articles given their context.

Table 1: Evaluation results.

Model AUC MRR NDCG@5 NDCG@10

:D (1st) 0.8933 0.735 0.7923 0.8002
BlackPearl (2nd) 0.8825 0.7165 0.7762 0.7861
Tom3TK (3th) 0.8707 0.7029 0.7631 0.7751
FeatureSalad
(Academic 1st)

0.8494 0.6638 0.7296 0.7451

Our model 0.7709 0.5453 0.6125 0.6479
Our model (nft) 0.7388 0.5221 0.5835 0.6234

The proposed transformer has three encode and decode layers with
an internal forward representation of 128. In brief, the encoder cod-
ifies the user’s history, and the decoder characterizes the in-view
articles given the user’s history.

The UIE is responsible for encoding all the current user and in-
teraction information. Equation (5) presents the component, which
adds learnable embeddings forwhether users are logged in (𝑠𝑠𝑜𝑒 (𝑢)),
their gender (𝑔𝑒 (𝑢)), their postcode type (𝑝𝑜𝑠𝑡𝑒 (𝑢)), their age group
(𝑎𝑔𝑒𝑒 (𝑢)), if they are paying the premium subscription (𝑠𝑢𝑏𝑒 (𝑢)),
and the device they are using to access (𝑑𝑒𝑣𝑒 (𝑖)). These embeddings
are also defined in R𝑑 . The UIE output is concatenated with the
transformer output for each in-view article.

𝑈 𝐼𝐸 (𝑢, 𝑖) = 𝑠𝑠𝑜𝑒 (𝑢) + 𝑔𝑒 (𝑢) + 𝑝𝑜𝑠𝑡𝑒 (𝑢) +
𝑎𝑔𝑒𝑒 (𝑢) + 𝑠𝑢𝑏𝑒 (𝑢) + 𝑑𝑒𝑣𝑒 (𝑖)

(5)

“Likelihood Estimator” outputs the logits for in-view articles. It
consists of a two-layer feed-forward neural network as defined in
eq. (4) that is applied per each in-view article. The hidden layer out-
puts anR𝑑 vector. The output is inR, i.e., our model outputs a single
value per each in-view article. Hence, the output per each particular
instance is in R𝑣 , where 𝑣 is the number of in-view articles.

Training.
For the loss function to fit, we settle for a custom loss based on the
Binary Cross Entropy depicted in eq. (6). In particular, 𝑦 are the
estimated logits for in-view articles, |𝑦 | is the number of in-view
articles, and 𝐶 is the clicked article set, which usually contains one
element. Given that a median of eight articles are in view and only
one is clicked, our loss function prioritizes the loss for the clicked
article rather than the non-clicked. This loss function is defined for
an instance; for each batch, the loss is the mean of the instance loss.

L (𝑦,𝐶) = −∑
𝑖∈𝐶 log (𝜎 (𝑦𝑖 ))

|𝐶 | +
−∑

𝑗∉𝐶 log
(
1 − 𝜎

(
𝑦 𝑗
) )

|𝑦 | − |𝐶 |
(6)

To optimize the weights, we use the Adam optimizer [10] with
Pytorch default parameters7 for the first epoch. In the second and
fifth epochs, the learning rate is reduced to 1𝑒 − 4 and 1𝑒 − 5,
respectively. The batch size was set to 64. The final model was
trained for eight epochs in the training dataset and one more epoch
for fine-tuning in the validation dataset.
5 RESULTS
The evaluation was performed by the challenge organizers using
the CodaBench platform8 [21]. Table 1 presents the results for our
model, the best academic model, and the best general model. We
7Pytorch Adam
8CodaBench: https://www.codabench.org/

https://pytorch.org/docs/stable/generated/torch.optim.Adam.html
https://www.codabench.org/
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Table 2: Beyond accuracy metrics for Top-5 recommenda-
tions.

Model Diversity Novelty Coverage

Top-in view 0.7905 4.6258 0.02
Popular 0.8402 3.0699 0.02
Random 0.7548 8.3617 1
:D (1st) 0.7697 3.7017 0.632
BlackPearl (2nd) 0.6877 4.9304 0.32
Tom3TK (3th) 0.7121 4.7701 0.612
FeatureSalad
(Academic 1st)

0.7328 12.544 0.02

Our model 0.6862 6.4124 0.332

also present the results for our model without the fine-tuning using
the provided validation data in the column “Our model (nft)”. This
result indicates that our model performance can be improved by
fine-tuning with more recent data. Moreover, it shows the ability
of our model to be updated with new data, resulting in a perfor-
mance improvement. This is important as continuous training is
a well-established practice in MLOps [11] to avoid performance
degradation as user preferences vary over time.
5.1 Beyond accuracy
Table 2 presents the beyond accuracy results [9] showing that our
method has lower diversity than the baselines and the winning
models. However, it performs better for novelty, except for Random
and the FeatureSalad models. However, the FeatureSalad model has
a coverage of 0.02, which is the same as Popular and Top-in view.
This might indicate little variation in the recommended articles, i.e.,
the model recommends the same article subset to all users. This is
further evidenced when we consider that the standard deviation
for these metrics for the FeatureSalad model is 0.0, i.e., the same
standard deviation reported for Popular and Top-in view, while for
our model is 0.1261 for diversity and 1.8392 for novelty.

Regarding fairness, Figure 2 presents the relation among user
atypicality, recommendation atypicality, cb-diversity@3, and cb-
novelty@1. The diagonal presents the density distribution of each
variable, while the other plots depict the combined distribution of
variables. Firstly, it can be observed that user atypicality is moder-
ately correlated with recommendation atypicality, with a Spearman
correlation of 0.51 for logged users and 0.48 otherwise. This shows
that atypical users tend to receive atypical recommendations, re-
gardless of whether they are logged in. A moderated correlation
is found between cb-novelty and cb-diversity (0.44 and 0.42 for
logged users and non-logged users). This implies that users with
low cb-novelty in their recommendations also have low cb-diversity.

When considering atypical users, they are more likely to receive
recommendations with lower cb-novelty, as there is a correlation
of −0.23 for logged users and −0.18 otherwise. A similar effect is
found for cb-diversity, but with lower correlations −0.15 and −0.07,
with the last correlation being negligible. We repeated the experi-
ments with “beyond accuracy” instances and got similar results with
the exception of the negative correlation between user atypicality
and cb-diversity that in this case is slightly positive but negligible,
at 0.03 for logged users and 0.08 otherwise. This points out that
user atypicality does not affect our model diversity; however, the
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Figure 2: Atypicality, cb-diversity, and cb-novelty.

pre-filtering of the articles might by affected by user atypicality,
selecting slightly less cb-diverse articles for such users.

Regarding user demography9, non-logged users tended to be
more atypical and receive more cb-diverse and cb-novel recommen-
dations. Females exhibited more atypical behavior and received
recommendations with lower cb-novelty than males. Users in met-
ropolitan areas received lower cb-novelty recommendations than
those in other areas. Finally, users younger than 40 tended to exhibit
atypical behavior when compared with users older than 50, but the
cb-novelty was not affected. In general, this variable’s effect size
was small to negligible. However, there are notable exceptions for
users aged 20-29 compared to those aged 60-69 and 70-79, where the
effect sizes were medium for user atypicality. All in all, our model’s
cb-novelty and cb-diversity were slightly affected by whether the
user had an account and their gender, though the effect was small.
6 CONCLUSIONS
We presented a clicking likelihood estimation model based on the
transformer architecture. The likelihood estimation is mostly based
on the user’s reading history but considers demographic infor-
mation when available. Although it did not achieve the top AUC
performance, recommendations tended to have more novelty than
the top AUC models. Moreover, our results showed a tendency to
provide personalized recommendations as atypical users receive
atypical recommendations, showing a tendency to modify the rec-
ommender’s behavior based on users’ behavior. However, the model
might yield recommendations with lower cb-novelty recommenda-
tions for atypical users. As a result, these users are less likely to be
presented with new content to explore. Further research is needed
to determine whether this is a result of atypical users consuming
articles in categories with fewer articles than common categories.

9All effects have a p-value < 0.01
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