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Abstract
Building an online news recommendation system[11] is crucial for
enhancing user engagement and providing personalized content,
but it comes with significant challenges. One of the key aspects
is modeling user preferences based on implicit behaviors, such as
reading habits and interaction patterns. This requires sophisticated
algorithms to accurately capture and predict user interests.

Another important factor is the influence of the news agenda on
user interests. News topics can shape what users find relevant or
important, making it necessary for the recommendation system to
adapt dynamically to the changing news landscape.

Additionally, managing the rapid decay of news items presents
a challenge. News articles quickly lose relevance, so the system
must ensure that it recommends timely and up-to-date content to
maintain user engagement.

In summary, the importance of building an online news recom-
mendation system lies in its ability to personalize user experiences,
but it must effectively address the complexities of implicit user
behavior modeling, the impact of news agendas, and the fast-paced
nature of news relevance.

In this pager, We present an effective and industrial solution to
this challenge, our recommendation pipeline is composed of six
stages, which is focused on data preprocessing, candidate gener-
ation, construct training samples, build ranking models, feature
engineering and blend. Finally, with our solution, our team axi2017
achieved 4th place in ACM RecSys Challenge 2024[1] 1 among 521
participants.
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1 Introduction
1.1 Background
ACM RecSys Challenge 2024[1] focuses on online news recommen-
dation, addressing both the technical and normative challenges
inherent in the design of effective and responsible recommender
systems for news publishing.

The challenge will delve into the unique aspects of news rec-
ommendation. These include modeling user preferences based on
implicit behavior, accounting for the influence of the news agenda
on user interests, and managing the rapid decay of news items. Fur-
thermore, this challenge also embraces the normative complexities.
These involve investigating the effects of recommender systems on
the news flow, and whether they resonate with editorial values. By
providing participants with a comprehensive dataset and a robust
news recommendation evaluation framework, our goal is to tackle
these multifaceted challenges head-on. As part of the challenge,
Ekstra Bladet will be releasing an anonymized dataset with approx-
imately 2 million random users who engaged with EkstraBladet.dk
over a six-week period.

1.2 Dataset Description
To support advancements in news recommendation research, or-
ganizer has constructed the Ekstra Bladet News Recommendation
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Dataset (EB-NeRD). It was collected from the user behavior logs at
Ekstra Bladet.

The Ekstra Bladet News Recommendation Dataset (EB-NeRD) is
a large-scale Danish dataset created by Ekstra Bladet to support ad-
vancements and benchmarking in news recommendation research.
EB-NeRD comprises over 2.7 million users and more than 600 mil-
lion impression logs from Ekstra Bladet. Alongside, the datasets
offer a collection of more than 120 thousands news articles, en-
riched with textual content features such as titles, abstracts, and
bodies. This enables text features in a low-resource language as
context for recommender systems.

1.3 Task Description
The Ekstra Bladet RecSys Challenge aims to predict which article a
user will click from a list of articles that was seen during a specific
impression. Utilizing the user’s browsing history, session details
(like time and device used), and personalmetadata (including gender
and age), along with a list of candidate news articles, listed in an
impression log. The challenge’s objective is to rank the candidate
articles based on the user’s personal preferences. This involves
developing models that encapsulate both the users and the articles
through their content and the users’ interests.

To evaluate the models we use several standard metrics in the
recommendation field, including the area under the ROC curve
(AUC), mean reciprocal rank (MRR), and normalized discounted
cumulative gain (nDCG@K) for K shown recommendations. To
address the normative complexities inherent in news recommen-
dations, the test set incorporates samples specifically designed to
assess models based on normative properties. This includes eval-
uating models on Beyond-Accuracy Objectives, such as intra-list
diversity, serendipity, novelty, coverage, among others. The final
result is the average of these metrics across all impression logs.

2 RELATEDWORK
As depicted in Figure 1, we designed 4 stage for building online news
recommendation system, which is focused on Data Preprocessing,
Feature Engineering, Build Ranking Models and Blending.

2.1 Data Preprocessing
To achieve effective ranking models, we utilize a variety of features
and models in both processes. In this section, we will elaborate
on the generation of these commonly used data, which form the
fundamental basis for our models.

2.1.1 Covisit Matrix for Item to Item Similarity.
First, we represent the user behavior sequence data from the

competition dataset as an item-to-item co-occurrence directed graph.
As shown in Figure 3. In this graph, nodes represent items, and
edges represent co-occurrence relationships within a user session.

The purpose of constructing co-occurrence relationships is to
calculate the similarity between edges. The similarity between
edges is computed using appropriate algorithms based on the co-
occurrence relationships across multiple user sessions.

The specific algorithm is represented by the following formula:
I2I_Sim(i, j), which indicates the similarity between items i and
j. This can be obtained by considering users who interacted with
both items simultaneously. The item-to-item[9, 10, 15] similarity

Figure 1: Solution Overall Architecture

Figure 2: I2I Graph

calculation takes into account various co-occurrence relationship
weight factors.

𝐼2𝐼_𝑆𝑖𝑚(𝑖, 𝑗) =
∑︁

𝑢𝜖𝑈𝑖

⋂
𝑈 𝑗

𝑊𝑝𝑜𝑠 (𝑖, 𝑗) ∗𝑊𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠 (𝑢) ∗𝑊𝑖𝑠_𝑙𝑎𝑠𝑡 ∗𝑊𝑖𝑠_𝑜𝑟𝑑𝑒𝑟√︁
|𝑖 | ∗

√︁
| 𝑗 |

𝑊𝑝𝑜𝑠 (𝑖, 𝑗) =
1

log ( |𝑃𝑜𝑠𝑖 − 𝑃𝑜𝑠 𝑗 | + 1)

𝑊𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠 (𝑢) =
1

log ( |𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠 | + 1)

𝑊𝑖𝑠_𝑙𝑎𝑠𝑡 =

{
1 if 𝑖𝑠_𝑙𝑎𝑠𝑡 is True
0.7 if 𝑖𝑠_𝑙𝑎𝑠𝑡 is False

(1)

𝑊𝑖𝑠_𝑜𝑟𝑑𝑒𝑟 =

{
1 if 𝑖𝑠_𝑜𝑟𝑑𝑒𝑟 is True
0.7 if 𝑖𝑠_𝑜𝑟𝑑𝑒𝑟 is False

(2)
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Firstly, there is a position weight factor that emphasizes the
relevance between items based on their proximity in the user’s
interaction sequence. The closer their positions, the higher the
weight.

Next, there is a purchase factor that assigns a weight of 1 if the
co-occurrence relationship represents the last purchase, and 0.7
otherwise.

There is also a sequence factor that assigns a weight of 1 if the
co-occurrence relationship follows the chronological order, and 0.7
if it is in reverse order.

Lastly, there is a weight decay for popular users and items. This is
because highly popular users and items have a broad influence, and
many items may be associated with them, which may not reflect
personalized factors. Therefore, their weights are attenuated based
on their popularity.

The item-to-item similarity calculation integrates these position,
last purchase, sequence order, and popularity weight factors to
derive a comprehensive similarity measure.

2.1.2 Word2vec Embedding Similarity.
Word2vec [6] is a technique for natural language processing

published in 2013, The word2vec algorithm uses a neural network
model to learn word associations in a large corpus of text. We
combine a single user’s views and purchases of the item id as
a sentence to input into word2vec model. As mentioned before,
most sessions are very short, so we just use the window size of
2. Considering there are only about 5 million sessions and 1 of
millions of interacted items, which is not large enough to make
embedding learned effective, so we use the 32 as the embedding
dimension.

2.1.3 BPR Score.
BPR [8] (Bayesian Personalized Ranking) is a recommendation

algorithm designed for collaborative filtering based on implicit
feedback. It focuses on learning personalized ranking models from
user-item interactions, where the feedback is often binary (e.g.,
whether a user has interacted with an item or not).

The algorithm utilizes a pairwise learning-to-rank approach,
where it optimizes the ranking order of items based on observed
user preferences. It formulates the problem as maximizing the pos-
terior probability of item rankings given the observed user-item
interactions.

BPR leverages a matrix factorization technique, typically us-
ing matrix factorization models like collaborative filtering with
matrix factorization (CF-MF). It learns latent representations (i.e.,
embeddings) for users and items in a low-dimensional space, and
then applies stochastic gradient descent (SGD) to optimize these
embeddings by maximizing the posterior probability.

2.1.4 PRONE Embedding Similarity.
ProNE [14]: Fast and Scalable Network Representation Learn-

ing is a research paper that addresses the challenge of network
representation learning on large-scale networks.

The main objective of ProNE is to provide a scalable solution for
network embedding. It formulates network representation learning
as an optimization problem, focusing on preserving proximity rela-
tionships between nodes in a low-dimensional embedding space.

ProNE generates high-quality network embeddings that capture
structural and similarity information, enabling various downstream
tasks such as node classification, link prediction, and community
detection.

2.1.5 Graph Neural Networks.
In Recent years, Graph Neural Networks have been proposed

to model graphs and have seen success on various recommender
systems, even in large-style real-world production environments.
We implement a GNN network based on PinSage [13] with the item
node having the attribute of pivoted labels and export item node
embedding to represent item info. Specifically, we encode behavior
type features (behavior or history) in the construction of our graph
model, so that the model can learn the embeddings discriminatingly
by a different type of behavior. In addition, according to our experi-
ence of E-commence, time context constrain should be helpful to
improve model accuracy. We use delta time between two behavior
to regularize the learning process of embeddings.

2.1.6 Swing.
Swing algorithm [12] is a kind of i2u2i algorithm to capture

the substitute relationships between items. It can utilize the inner
structure-swing of the user-item behavior graph. It was designed
to be much more stable than a single edge used in traditional CF ap-
proaches and provides much more reliable calculation propagation
over a user-item bi-partite graph.

2.1.7 Text Transformer.
In this dataset, there are several text features associated with

items, such as title, body. To leverage these textual information, we
employed transformers using two approaches[5]:

• Pretrained sentence transformer[7]. We use a pretrained
sentence transformer for multilingual text to encode each
attribute of an item into a vector.

• Fine-tuned transformer with contrastive loss. To improve
generalization in the competition dataset, we fine-tuned the
transformer by referring to the method described in[3].First,
we formulated an item as a "sentence" by flattening its key-
value attributes described by text. Then, we used a trans-
former to encode this "sentence" into a vector, denoted as ℎ𝑠 .
Finally, a contrastive loss is utilized to fine-tune the trans-
former:

𝐿 = − log
𝑒𝑠𝑖𝑚 (ℎ𝑠 ,ℎ+

𝑖 )/𝜏∑
𝑖𝜖𝛽 𝑒

𝑠𝑖𝑚 (ℎ𝑠 ,ℎ𝑖 )

where sim is the cosine similarity function; ℎ+
𝑖
is the em-

bedding of the next item to 𝑖𝑡𝑒𝑚𝑖 in the user session;𝛽 is all
items in the batch and 𝜏 is a temperature parameter.

2.2 Feature Engineering
2.2.1 Statistical Features.

We create statistical features in three aspects: article, Impression
& Session & User, and Impression & Session & User crossing article.

• Article Statistics:
(1) Meta Article Elements: Article id, Category ID, Premium,

Article Type, Sentiment Score, Sentiment Label, Total In-
views, Total Pageviews, Total Read Time, Total Inviews /
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Total Pageviews, Total Read Time / Total Inviews and so
on.

(2) Article Counts: Count of Article id, Category ID, Pre-
mium, Article Type, Sentiment Score, Sentiment Label
with rolling times.

• Impression & Session & User Statistic: Nunique of interacted
articles and their Premium, Category, type, NER, Entities,
Topics; mean, median, max, and min Sentiment Score, Senti-
ment Label, Total Inviews, Total Pageviews, Total Read Time,
Total Inviews / Total Pageviews, Total Read Time / Total
Inviews of interacted articles.

• Impression & Session & User Article Cross Statistics:
(1) Count of candidate Article’s Category ID, Premium, Arti-

cle Type, Sentiment Score and Sentiment Label in Impres-
sion or Session or User-interacted articles.

(2) Count of candidate Article’s Category ID, Premium, Arti-
cle Type, Sentiment Score and Sentiment Label in Impres-
sion or Session or User-interacted articles.

(3) Max, mean, min, std statistic of Impression or Session
or User-interacted articles’s Premium, Sentiment Score,
Sentiment Label, Total Inviews, Total Pageviews, Total
Read Time, Total Inviews / Total Pageviews, Total Read
Time / Total Inviews.

(4) Max, mean, min, sum and position-weighted sum of covisit
score of user’s history items and candidate articles.

(5) The rank number of the candidate item under each Im-
pression Article Cross Statistics Features.

2.2.2 Covisit Matrix Features.
We use the Covisit Matrix for Item to Item Similarity strategy

as feature inputs to the model, which include i2i similarity, swing
similarity, and the ranking scores of these similarities by grouped
by Impression & Session & User.

2.2.3 Text similarity Features.
We calculated the Levenshtein distance, Hamming similarity,

Jaccard similarity, and Jaro similarity between the titles of the items
from the user’s last 1, 2, and 3 history interactions and the titles of
the candidate articles.

2.2.4 Embedding Similarity Features.
The similarity between the user and candidate item, based on

the embeddings described in Section 2.1, show a very impressive
effect.

• I2I embedding similarity. This refers to the similarity be-
tween the candidate article and the impression or session or
user interacted articles. Equation 6 represents the process of
calculating I2I similarity.

𝑆𝑖𝑚(𝑢, 𝑖) = 𝐴𝑔𝑔𝑟 (𝑐𝑜𝑠_𝑠𝑖𝑚(𝑒𝑖 , 𝑒 𝑗 ) | 𝑗 ∈ 𝑢)

where Aggr is the aggregation function, such as max, mean,
min, and sum. 𝑒𝑖 and 𝑒 𝑗 are the embeddings of article i and
article j, which can be graph embeddings, text transformer
embeddings, word2vec embeddings, ProNE embeddings.

• U2I embedding similarity. As we factorize impression & ses-
sion & user and article with BPR, it’s natural to use the
similarity of impression & session & user embedding and
article embedding as a feature.

2.3 Ranking
Due to the considerable size of the dataset after the feature engi-
neering, so we only randomly sampled 10% of the impression_id
datas for model training. It requires the model used for training and
predictions to be scalable and fast. We use the most popular GBDT
which is Lightgbm [2], a model based on decision tree algorithm
and used for ranking, classification and other machine learning
tasks. It has advantage on speed, multiple loss functions, parallel
training, and has been proved to be SOTA solution’s tool in many
challenges.We test the objective of "binary" and "lambdarank [4]"
to show the difference of classification and learning to rank, and
finally found the learning to rank task can get higher score in the
challenge.

2.4 Blend
Finally, for increase model diversity, we performed a weighted rank
average of the outputs from two models with different objectives.
We assigned a weight of 0.6 to the model with a lambdarank ob-
jective and 0.4 to the model with a binary objective. As a result,
we achieved an online score of 0.8692, placing us fourth on the
competition leaderboard.

3 EXPERIMENT RESULTS
3.1 Final Leaderborad
Table 1 is the top 10 final leaderboard with AUC score. With our
solution, our team axi2017 achieved fourth place in this competition.

Rank Team Name AUC
1 :D 0.8924
2 BlackPearl 0.8815
3 BlacTom3TKkPearl 0.8707
4 axi2017 0.8692
5 hrec 0.8667
6 FeatureSalad 0.8513
7 AmazMe 0.8347
8 SBJ Partners 0.8169
9 -.- 0.7988
10 SamNews 0.7885

Table 1: Top 10 score in acm recsys challenge 2024

3.2 Report results both with and without leaks
Table 2 is the results of both with and without leakage features.
The result including leakage features achieved a final auc score of
0.8692, while the result without leakage features scored 0.8015.

Number Model AUC
1 With Leakage Features 0.8692
2 Without Leakage Features 0.8015

Table 2: Report results both with and without leakage fea-
tures
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