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ABSTRACT
The RecSys Challenge 2024, co-organized by the Danish news out-
let Ekstra Bladet, called for participants to develop a news recom-
mender system that accurately predicts which news article a reader
is most likely to select from a given list. In the context of this
challenge, the organizers explicitly stated their interest in beyond-
accuracy objectives. However, the setup of the challenge did not
facilitate pursuing these more normative goals: a missed opportu-
nity, given the quality of the dataset. In this paper, we highlight
the issues encountered in a submission that prioritized normative
diversity. We reflect on the responsibility of conferences, RecSys in
particular, when it comes to promoting beyond-accuracy objectives
and provide recommendations for future challenge iterations.

CCS CONCEPTS
• Information systems→ Recommender systems; Evaluation
of retrieval results; Personalization.
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1 INTRODUCTION AND BACKGROUND
The RecSys Challenge is a yearly competition hosted as part of
the ACM Conference on Recommender Systems.1 Each year, an
organization provides a recommender-relevant dataset and asks
participants to develop recommender systems (RS) that tackle chal-
lenges specific to their use case. In 2024, the challenge was hosted
by Ekstra Bladet (EB), a Danish tabloid newspaper. EB provided the
Ekstra Bladet News Recommendation Dataset (EB-NeRD), contain-
ing six weeks of user interactions on their platform.
1RecSys Challenge 2024 website: https://recsys.acm.org/recsys24/challenge/
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The goal of the 2024 edition of the RecSys Challenge is to predict
which news articles users would click on from a set of candidate
items.2 In their description, EB explicitly states that they “embrace
the normative complexities”3 of RS and want to investigate how
news recommendations resonate with editorial values and the effect
of RS on the news flow by looking at beyond-accuracy objectives.
Participants were provided an overview of beyond-accuracy ob-
jectives that are worth considering (for details, please see [18]).
However, despite EB’s interest in the normative aspects of news
recommendation, the primary evaluation metric was area under
the curve (AUC), a statistical measure expressing discriminative
ability for accuracy optimization.

Academic research has long emphasized the importance of news
recommendations on a societal level for creating a well-informed
citizenry within democratic institutions [4, 15] and strengthening
the right of informational self-determination [25, 33]. In the indus-
try, similar to EB, both the BBC in the United Kingdom [26] and
ZDF in Germany [10] have investigated beyond-accuracy objectives
and note that more research needs to be done on assessing the soci-
etal impact of RS. The exact impact of a production recommender
system on the news flow, however, has been hard to pinpoint, as
there are only a handful of publicly available news datasets to work
with [35]. Accordingly, researchers often needed to rely on inter-
viewing practitioners on anticipated effects [24, 39], or collaborate
with news outlets and aggregators [23]. An exception to this is the
work of Einarsson et al. [8], who investigated the effect of the use of
algorithmic RS for news on the EB platform during the 2022 Danish
general election. They draw from “agenda-setting theory,” which
poses that “it is the democratic role and responsibility of the media to
prioritize matters of societal interest”. While the effects were subtle,
they found that “personalized recommendations resulted in exposure
to softer news content and a less diverse variation in the exposure
of topics, actors, or issues.” We, therefore, see it as a crucial task to
look at beyond-accuracy objectives when it comes to assessing the
quality of news recommendations.

Against this backdrop, we present a diversity-focused challenge
submission utilizing a random walk strategy [6, 28]. In the discus-
sion of our approach, we highlight where the challenge either limits
the promotion of beyond-accuracy objectives or neglects the poten-
tial for diversity-focused research. We end with a discussion of the
responsibility of institutions, RecSys in particular, to prioritize and
facilitate work on societal aspects of RS andmake recommendations
for future iterations of the RecSys Challenge.

2Ekstra Bladet website and dataset overview: https://recsys.eb.dk/
3RecSys Challenge 2024 website: https://www.recsyschallenge.com/2024/
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2 CHALLENGE SUBMISSION
The method used in this submission is based on a long-tail diversity-
driven three-hop graph random walk strategy 𝑅𝑃3

𝛽
, adapted from

existing work [6, 28]. We chose this model for the challenge submis-
sion because the underlying random walk sampling technique of
𝑅𝑃3

𝛽
has the ability to optimize for both the accuracy as well as the

diversity of recommendations [27, 28]. Using the random walks al-
gorithm allows us to pursue not only the accuracy-focused goals of
the RecSys’24 Challenge, but also the normative, beyond-accuracy
objectives promoted by the organizers.

2.1 Data Pre-processing Steps
EB-NeRD (𝐷) presents a collection of user-item interactions:

𝐷 = {(𝑢, 𝑖) |𝑢 ∈ 𝑈 , 𝑖 ∈ 𝐼 },
where 𝑢 is one user of the collection of users 𝑈 , and 𝑖 is one item
(i.e., one news article) of the collection of all items 𝐼 . The interaction
(𝑢, 𝑖) denotes a given user having clicked on a news item. Within
the scope of this submission, we followed the example of Paudel
et al. [28] for creating the underlying graphs and defined a user
clicking on a news item as a positive interaction:

𝐼+𝑢 𝑗
= {𝑖 | (𝑢 𝑗 , 𝑖) ∈ 𝐷}.

This results in a user-item interaction matrix 𝑀 of 𝑚 × 𝑛 for
user 𝑢𝑖 (𝑖 ∈ 1...𝑚) and item 𝑖 𝑗 ( 𝑗 ∈ 1...𝑛). As we use only positive
interactions, every cell in𝑀 gets a value of 1 if the user in question
has clicked on a given item, and 0 otherwise. As part of the data
cleaning step, we removed all interactions from the graph with a
Read Time of less than two seconds and/or a Scroll Percentage
of null. The motivation behind doing so is that we want to focus
on meaningful interactions, i.e., interactions where users not only
clicked on articles, but also read them. The algorithm ran on the
internal Informfully back end [12–14].

2.2 Item Re-ranking Procedure
By default, 𝑅𝑃3

𝛽
features a popularity-based discount function for

diversifying the item recommendation:

𝑝3𝑢𝑖 =
𝑝3
𝑢𝑖

𝑑
𝛽

𝑖𝑖

, (1)

where the probability 𝑝 of reaching an item node 𝑖 from a starting
user node 𝑢 is discounted by the item node degree 𝑑𝛽 , with 𝛽 = 2 in
our case. We do this with all entries in history.parquet* (i.e., a fil-
tered version of history.parquet that resulted from the cleaning
process outlined in Section 2.1) and get as a result a list of articles
together with click probabilities for each user-item combination.
In an optimal setting, 𝑅𝑃3

𝛽
is typically used as a model during the

in-processing stage of the recommender pipeline to generate can-
didate items (cf. [11, 41]).4 The current challenge setup, however,
asks participants to predict what entry of Inview Articles (i.e.,
a curated list of articles) a user is most likely to select, severely
limiting the item pool of potential candidates.

4A stand-alone version of the random walk algorithms is provided in our
code repository, including all our hyperparameters: https://github.com/Informfully/
Recommenders

The challenge task is more akin to a post-processing task of re-
ranking an existing pool of candidate items [2, 30, 36], rather than
creating such a pool by utilizing a model.5 The difficulty introduced
by this shift in focus of the recommendation problem is that the
distance between the current user and any of the articles shown
to the user might not be covered by the three hops of 𝑅𝑃3

𝛽
on the

graph. Hence, if the algorithm cannot calculate any predictions
(i.e., the user-item distance is larger than three hops), a default
chronological ranking was applied (selecting the newest item).

2.3 RandomWalk Results
Table 1 provides an overview of the results of the random walk
approach (𝑅𝑃3

𝛽
) with the EB recommender baseline (EBRec) as well

as the average score for each metric of the top 3 challenge sub-
missions (TOP3).6 Results are listed separately for area under the
curve (AUC), mean reciprocal rank (MRR), normalized discounted
cumulative gain for the top 5 items (NDCG@5), intra-list diversity
(ILD), novelty (NOV), and serendipity (SER), where the last three
objectives are formalized according to Kaminskas and Bridge [18].
All results in Table 1 are from the official competition website.7

Table 1: Performance comparison of selected models.

Model AUC MRR NDCG@5 ILD NOV SER

𝑅𝑃3
𝛽

0.5005 0.3167 0.3505 0.7549 11.101 0.8069
EBRec 0.5684 0.3517 0.3951 0.8402 3.071 0.7915
TOP3 0.7643 0.5501 0.6117 0.6255 5.771 0.7568

As expected, TOP3 shows the best performance when assessed
with the accuracy-oriented metrics of AUC, MRR, and NDCG@5.
Looking at the beyond-accuracy metrics of novelty and serendipity,
we see a substantial improvement of 𝑅𝑃3

𝛽
over the top-ranking

algorithms in both areas. EBRec has the best score when looking at
the measurement of intra-list diversity.

With the setup of the challenge of restricting article selection to a
small list of candidate items, the results of the randomwalk strategy
are similar to random guessing. The only substantial difference of
our modified random walks over competing models comes down to
novelty increases, which is due to the heuristic rule of giving higher
priority to newer articles. However, using a random walk strategy
served as a three-fold purpose: 1) provide an example of focusing on
beyond-accuracy objectives, 2) identify implementation challenges,
and 3) understand performance trade-offs.

3 DISCUSSION
The results of Table 1 clearly indicate a trade-off between accu-
racy on the one side, and diversity, novelty, and serendipity on the
other. Instead of ensuring that both accuracy and beyond-accuracy
objectives are reflected in the recommendations, as the challenge or-
ganizers envisioned, we observe that the leaderboard is dominated
by submissions that primarily focused on maximizing accuracy.
5One complicating factor here is that the curation process behind generating Inview
Articles was not communicated nor how/where the item was displayed on screen.
6The top submissions are taken from the competition leaderboard: https://www.
codabench.org/competitions/2469 in relation to their AUC results.
7Metrics and results taken from the official Codabench challenge website: https://www.
codabench.org/competitions/2469/ (registration required).
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This is not surprising, given that accuracy was the primary objec-
tive of the challenge. This trade-off, however, is not unavoidable.
There are numerous studies in the news domain that show that
multi-objective optimization for diversity and accuracy is possible
[6, 21, 28, 31, 32]. To answer EB’s call for utilizing beyond-accuracy
objectives, our submission therefore tries to balance accuracy and
beyond-accuracy objectives. In doing so, however, we encountered
issues related to the definition of diversity, the dataset structure,
and the overall recommendation task. Hence, we aim to shed light
on potential improvements for the next normative challenge.

3.1 Defining Diversity
The first challenge encountered lies in the fact that it is unclear how,
in the context of EB, normative diversity and other beyond-accuracy
metrics should be conceptualized. The Codabench environment
shows a metric corresponding to ILD (following the definition of
Kaminskas and Bridge [18]). Yet, recent work has noted the discrep-
ancy between “standard” RecSys notions of diversity, such as ILD,
and diversity as it is conceptualized by news organizations them-
selves [39, 40]. Similar work has been carried out for serendipity
metrics [34]. Furthermore, while ILD can be a useful proxy, it may
not correspond to human perceptions of diversity [17].

Conceptualizing diversity in a way that does justice to its nor-
mative underpinning is a complicated process and is not some-
thing that is easily done by people that are not domain experts. It
would have been helpful if the challenge organizers had explicitly
stated how they wanted editorial values to manifest in the recom-
mendations. For this, they could have leveraged the conclusions
of Einarsson et al. [8], who found that the use of RS in news in-
creased the amount of soft news people consumed and impacted
the distribution of political actors in the articles read. Keeping these
distributions representative of EB’s brand, while optimizing for
AUC, would have added an interesting spin to the challenge.

3.2 Dataset Structure
The dataset provided by EB is of high quality and contains more
than 213 million interactions from over 1.1 million users with over
125,000 unique articles, over the span of six weeks. Challenge par-
ticipants have access to the article’s full body text, named entities
have already been extracted, and there is a sophisticated taxon-
omy of categories, subcategories, and topics. However, it is unclear
whether the dataset contains all articles published in that period,
or only the articles shown to this subset of users. This is relevant to
evaluate the diversity of recommendations to determine whether
they are a good reflection of the organization’s values [38].

Furthermore, it is unclear how the candidate list was generated.
We assume there to be a relationwith the article the user is currently
reading. However, by reducing the scope of articles a RS can choose
from to an average of around eleven articles greatly reduces its
potential for a diversity-driven recommendation. It is also unclear
how the items were displayed on screen. Were recommendations
visualized in a way that attracts the user’s attention, e.g., shown
larger on the screen and/or had a more prominent position in the
recommendation list? Were users actually interested in reading a
selected news article, or do they always simply click the top item
of the recommendation list?

In its structure and in the type of information that is present, EB-
NeRD is similar to MIND [42]. This potentially lowers the threshold
for participating in the challenge and makes it easier to provide
baseline scores. However, Drunen and Vrijenhoek [7] have noted
that MIND is in its setup particularly suitable for optimization
of user engagement, as opposed to normative goals. Leveraging
its structure makes researchers more likely to follow engagement
optimization and in turn solve Microsoft’s RS problems, rather than
their own. Thus, even seemingly innocuous decisions like this have
an impact on research agendas and the challenges that can be
tackled by the scientific community.

3.3 Recommendation Task
Contrary to MIND, EB-NeRD contains data over a longer period
of time. This makes the challenge dataset a suitable candidate for
observing changes in the type of content users receive over time
[37]. However, this potential is limited by the design of the rec-
ommendation task, which requires that only a single item from
the candidate list is recommended. This, in return, also means that
diversity can only be observed at an aggregate level (i.e., assessing
whether the set of recommendations of all users is diverse), and not
at an individual user level (i.e., whether a particular user receives
diverse recommendations).

Many media organizations claim that it is their responsibility
to offer a diverse selection, but that it is eventually up to the user
to decide what they read [39]. Thus, designing the challenge in
a way that only focuses on the top 1 recommendation does not
adequately reflect the requirements manymedia organizations have
for their recommendations. Instead, we should not only care about
the content of the article that the user has read, but also about
the properties of the list of items that was shown. Furthermore,
such challenges should offer enough freedom for the challenge
organizers to promote and focus on metrics that are relevant for
their specific domain and organization.

Vrijenhoek [37] showed that the recommender systems trained
on MIND were disproportionately likely to recommend articles
from the “sports” and “lifestyle” category, and less likely to rec-
ommend “news” and “finance.” This pattern was also observed by
Einarsson et al. [8]. Given the comparatively low scores for ILD in
the TOP3 challenge submissions, it is not unlikely that something
similar would surface here. This leads to the general question of
how the recommendations produced by the TOP3 challenge sub-
missions are actually received by relevant stakeholders, regardless
of their stellar performance in terms of AUC. How would news
editors rate the quality of the recommendations? And what about
the readers themselves?

The points raised here are not to be understood as criticism of the
TOP3 participants. The organizers’ interest in diversity was only
mentioned in the challenge description, but not incorporated in the
evaluation of the results. Practically, this choice makes sense. It is
easier to determine a challengewinner with clear evaluation criteria.
However, without explicit value being placed on beyond-accuracy
objectives for the leaderboard and ranking, challenge participants
are not incentivized to actually focus on these goals. If beyond-
accuracy objectives are indeed considered to be a priority, then this
needs to be reflected accordingly in the evaluation procedure.
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4 CONCLUSION
In the general field ofmachine learning, terms such as “performance”
and “accuracy” have almost become synonymous withmore generic
terms such as “success” and “progress” [5]. In opposition to this,
the most-cited RecSys paper in the past five years notes that “it
is not even clear if slightly higher accuracy values are relevant in
terms of adding value for recommendation consumers or providers”
[9]. This is especially true in the context of news recommendation,
where researchers and practitioners are aware that the accuracy-
driven view is very limited and have extensively published on other
values that should be pursued [3]. Yet, the vast majority of the work
at RecSys is performance-driven, and with the exclusive focus on
predictive power we see the same dynamic reflected in the RecSys
Challenge as well. To entice organizations to become challenge
sponsors, they are promised “the unique opportunity to showcase its
support for advancing the knowledge [...] while also gaining exposure
to a global audience of industry leaders and decision-makers.”8 This
is somewhat ironic: hosting organizations are promised they will
“advance the field” while the field itself has repeatedly shown that
this is perhaps not the type of advancement that is needed.

Furthermore, there is also a societal responsibility tied to con-
ference challenges. Luitse et al. [22] found that challenges and
competitions in the medical domain induce “risks of bias, inequality,
and power concentration”. It is true that there are a number of im-
portant differences between the challenges analyzed by Luitse et al.
[22] and the RecSys challenge. For one, there is relatively little prize
money involved, and participants join the competition for a chance
to work with a real-world dataset and the “street credibility.” The
barriers for hosting are sufficiently low to also make it feasible for
a relatively small organization like EB to host, reducing the risk of
power concentration. However, if media organizations have agenda-
setting power, then so do academic conferences, such as RecSys [20],
and by extension its challenges. Junior scholars and industry prac-
titioners come to conferences to hear about new developments and
promising research areas. What is being presented at the confer-
ence will then become the standard for what is considered “high
quality” and “valuable.” This finds its way into new research papers,
projects, and implementations: a self-reinforcing loop. Hence, not
including beyond-accuracy measures in the challenge makes it less
likely to be picked up as a valuable topic to pursue. Simultaneously,
researchers that have conducted high-quality work on this topic
may choose to submit it to other venues, such as FAccT.9

Signaling what objectives are relevant—other than accuracy—
could be a valuable by-product of the RecSys challenge without
directly interfering with peer-reviewing of the main conference
work. Given the importance of news recommendations on a societal
level, this year’s challenge—in our view—is a missed opportunity for
the RecSys community to move beyond the “leaderboard-chasing
culture” [16], and to promote research on societal values as well
as on the implications of recommender systems by prioritizing
beyond-accuracy objectives. As “the premier international forum
[...] in the broad field of recommender systems,”10 RecSys carries the
responsibility to help the field forward in this regard.
8Official RecSys ’24 challenge website: https://recsys.acm.org/recsys24/challenge/
9ACM Conference on Fairness, Accountability, and Transparency (ACM FAccT): https:
//facctconference.org
10Official RecSys ’24 website: https://recsys.acm.org/recsys24/

Finally, we would like to express our thanks to the challenge
organizers of EB and the high-quality dataset they put together.
We do not mean this piece as a criticism of how they organized
the challenge. Rather, we want to encourage the RecSys Challenge
Chairs to take the lead and help future hosts incorporate beyond-
accuracy metrics.

RECOMMENDATIONS
We want to end this contribution with a list of recommendations
on how to better facilitate beyond-accuracy objectives. These are
not meant as definitive guidelines. We hope they can serve as inspi-
ration for change. Concretely, we make the following recommen-
dations to the RecSys Challenge Chairs:
• Incentivize submissions for beyond-accuracy objectives by 1)
providing clear guidelines on and explicitly defining the types of
beyond-accuracy factors to be taken into account, 2) providing
the necessary contextual understanding on the subset of items
that the dataset contains, and 3) introducing multiple leader-
boards, such that the evaluation of the submitted systems is more
easily performed.

• Promote and include online testing as a standard component of
the RecSys challenge. In the past, this has been done during Rec-
Sys Challenge 2017 [1].11 We recommend online evaluations to be
performed on the top submissions for all available leaderboards.

• Streamline the organization and evaluation of submissions by
choosing a suitable, single environment to host and organize
the challenges over the years. Potential environments are for
example, Codabench [43] which was already used in this year’s
challenge, CodaLab [29], or Dynabench [19].

• Promote forming inter- and cross-disciplinary participation in
the challenge beyond designing, developing, and submitting rec-
ommender models.

• Encourage the challenge hosts to allow usage of the dataset for
research purposes beyond the scope of the challenge submissions.

Facilitating change in an existing structure is challenging, especially
for Challenge Chairs that only fulfill their role for a single year. We
recommend appointing a person within the steering committee to
oversee the Challenge for multiple years. This person could ensure
that small improvements are made over time, and that responsibility
does not solely fall on that year’s chairs.
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