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ABSTRACT
In today’s era of information overload, personalized news recom-
mendation systems are crucial for connecting users with relevant
content. The dynamic nature of user interests and the fleeting
popularity of news articles pose significant challenges to accu-
rate prediction. For this reason, the RecSys 2024 Challenge aims
to inspire innovative solutions in this field. This study presents
DIVAN (Deep-Interest Virality-Aware Network), our solution for
the RecSys 2024 Challenge, combining a Deep Interest Network
(DIN) for personalized user interest representation with a Virality-
aware Click Predictor that utilizes temporal features to estimate
click probability based on news popularity. A user-specific weight
balances the influence of DIN and virality-based predictions, en-
hancing personalization and accuracy. Experiments on the Ekstra
Bladet dataset from the Challenge demonstrate how promising
DIVAN is in accuracy and beyond-accuracy performance.

CCS CONCEPTS
• Information systems→ Recommender systems.
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1 INTRODUCTION
Recommendation systems are essential for enhancing user experi-
ences on online platforms by providing personalized content sug-
gestions [9]. News recommendation, in particular, faces unique
challenges due to the dynamic nature of news content and user
preferences [12]. Addressing these challenges is crucial for engaging
users and delivering relevant content. The RecSys 2024 Challenge1
aims to inspire innovative solutions in this field, focusing on pre-
dicting user clicks on news articles using the Ekstra Bladet News
Recommendation Dataset (EB-NeRD)2, a comprehensive dataset
with millions of user interactions, article information, and temporal
dynamics spanning six weeks. Researchers must develop models
that leverage these data points to predict user clicks, considering
factors like evolving user interests [12], news cycles [6], and the
ephemeral nature of news content [2, 10]. To achieve this, partici-
pants are provided with a rich dataset, including a user’s browsing
history, details about the browsing session, personal metadata, and
a list of candidate news articles.

This paper introduces DIVAN3 (Deep-Interest Virality-Aware
Network), a novel framework combining collaborative filtering with

1https://recsys.acm.org/recsys24/challenge/
2https://recsys.eb.dk/dataset/
3Implementation available at https://github.com/sisinflab/DIVAN.
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virality-based predictions. DIVAN utilizes an Attention-based Click
predictor based on Deep-Interest Network (DIN) [14] to model user
interests through attention mechanisms, weighting past interac-
tions depending on their relevance to candidate news articles. The
framework incorporates contextual information (time of day, device
type) and article features (text embeddings, category, sentiment).
Recognizing that virality can affect users’ click behaviours, DIVAN
integrates a Virality-aware Click Predictor. This component uses
temporal (time since publication, hour of day) and content features
(sentiment, category) to estimate click probability based on news vi-
rality, effectively recommending news accounting for user interests
and temporal dynamics. DIVAN dynamically balances the influence
of collaborative filtering and virality-based predictions through a
user-specific weight, catering to individual preferences for viral
versus personalized content. The two key contributions of this pa-
per are: i) the joint modeling of user interests and news virality, ii) a
user-specific weighting mechanism to estimate a tailored trade-off
between personalization and virality.

2 RELATEDWORK
Personalized news recommendation seeks to tailor news selection
to users’ individual interests, which are typically modeled based on
logs collected during user navigation. News articles, as well as user
profiles, are often encoded in news recommender systems using
explicit features or through deep-learning techniques extracting
information from text, titles, and images [12]. News articles often
have short popularity and virality lifecycles, characterized by rapid
surges in views followed by declines in interest and click rates.
This temporal aspect of popularity can be exploited to enhance
news recommender systems. For instance, SCENE [5] employs a
two-stage personalized news recommendation approach that uses
content characteristics along with popularity and recency as adjust-
ment factors in final news ranking. PENR [11] includes a popularity
prediction task to enhance the news encoder’s performance by
counting and normalizing click behaviours within a multi-task
learning framework. PPSR [1] leverages news popularity to address
cold-start issues by retrieving semantically similar news for non-
clicked articles, distinguishing between genuinely unpopular news
and cold-start news, thereby improving prediction accuracy.

Our solution to the RecSys challenge builds on PP-Rec [7], which
mixes a time-aware popularity predictor with user-news matching
scores from separate user and item encoders. We enhance this ap-
proach by integrating concepts from the Deep Interest Network [14]
into the PP-Rec, unifying user profiles with candidate news to better
capture hidden relationships and improve recommendations.

3 DATA AND FEATURE ENGINEERING

EB-NeRD Dataset. The Ekstra Bladet News Recommendation
Dataset (EB-NeRD) includes data from approximately 2 million
user interactions with Ekstra Bladet’s online platform over a six-
week period (April 27th to June 8, 2023), chosen to avoid anomalies
from major events like holidays or elections. The dataset comprises
four components: Articles (with features for 100,000 news articles),
Artifacts (semantic embeddings from titles, subtitles, and bodies
using models like multilingual BERT and RoBERTa), Behavior (40
million logs of user clicks over a 7-day period), and History (articles

clicked by users in the 21 days prior). Behavior and History data are
split into training, validation, and testing sets, and no user profile
embeddings are included.

Data Preprocessing.
The data preprocessing phase involved removing redundant data,

handling missing values, reducing dimensionality, and preparing
the data for model input. We collected content from training, vali-
dation, and test sets for news articles, encoding features like named
entities, topics, and sentiment labels. Principal Component Analy-
sis (PCA) was used to reduce embedding size, retaining 80%, 90%,
and 95% of the original variance with 64, 128, and 256 components,
respectively. RoBERTa embeddings, which retained the highest
variance with 64 components, were used in the model input. We
excluded impressions with multiple clicked articles, likely due to
data collection errors, and trimmed user histories to the 50 most
recent articles, focusing on short-term interests. Missing values
for features such as read time and scroll percentage were imputed
using mean values.
Preparing Data for the Model. The preprocessed data is engi-
neered and prepared to construct a dataset representing user-article
interactions. We expand the behavior data so that each news ar-
ticle in the inview corresponds to a positive or negative sample,
indicating whether the user clicks the article. Each sample includes
information to describe the user, the news article, the temporal
aspects, and the context of their interaction. Sensitive features (i.e.,
gender, age, and postcode) as well as future features unavailable in
the test set, like read time and scroll percentage of the clicked arti-
cle, are discarded. Instead, new temporal features are introduced: i)
the time elapsed between article publication and appearance in the
user’s impression, ii) the hour of the day, and iii) the day of the week
the impression occurred. These features reveal time-sensitive pat-
terns in news consumption, such as article freshness, user reading
habits, and the news popularity lifecycle. The original features used
for this computation (impression, publication, and last modification
time) are dropped due to the high correlation with the new ones.

4 DIVAN
In this section, we elaborate on our solution, diving into the main
aspects that guided our choices.

4.1 Model Architecture
Motivated by the peculiar dynamics of the popularity of news arti-
cles, we employ a manifold architecture, represented in Figure 1,
to discover user interests as conditioned by the virality of the can-
didate news. On the one hand, according to Zhou et al. [14], we
employ an Attention-based Click Predictor to adaptively model
the user profile based on the previous interactions and the current
candidate item. On the other hand, we incorporate a Virality-aware
Click Predictor to capture the popularity dynamics of news articles.

4.1.1 Representational Layer. We feed our model with samples
constructed as detailed in Section 3.We project the candidate article,
user history articles, origin article, context characteristics, and user
characteristics into a multidimensional embedding space. These
projections are then concatenated to compose a comprehensive
representation of each data component. This approach enables a
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Figure 1: Representation of the architecture of DIVAN with its inputs and outputs.

unified representation that effectively captures the diverse aspects
of the user, the news article, and the interaction context.

4.1.2 Attention-based Click Predictor. Our Attention-based Click
Predictor utilizes the architecture of DIN4 [14]. This model en-
hances user representation through a cross-attention mechanism
that identifies user interests by weighting previously interacted
items based on their relevance to the candidate article. This method
effectively captures the user’s diverse and context-specific interests.
We then define a dynamic user representation that depends on both
the user’s interaction history and the candidate news article. This
user profile is concatenated with representations of user character-
istics, the candidate news, the origin item, and temporal aspects,
yielding the input for a feed-forward neural network, which pre-
dicts the score 𝑥Att

𝑢𝑖
(𝑡) for the user clicking on the candidate item.

4.1.3 Virality-aware Click Predictor. News articles typically exhibit
short virality lifecycles, marked by rapid surges in views followed
by swift declines in interest and click rates. This pattern is especially
pronounced in the news domain. Viral news often attracts a diverse
audience with varying interests, making it particularly effective for
engaging cold users with little to no historical data.

These observations motivate the introduction of a Virality-aware
Click Predictor, which accounts for the ephemeral nature of news
popularity and its unique dynamics. To encode these dynamics, we
incorporate news recency features into the Virality-aware Click
Predictor. This allows the predictor to estimate the probability of
user-article interactions based on the content features of the candi-
date item, being aware of the temporal context of the interaction.
4Available in the FuxiCTR library [15].

The architecture of the Virality-aware Click Predictor is a straight-
forward multilayer perceptron. Its input is derived from the repre-
sentational layer, while its output is the score 𝑥Vir

𝑖
(𝑡), indicating

the likelihood of an item being clicked at time 𝑡 based on its virality.
This design enhances the learning of embeddings for both the can-
didate item and its temporal aspects. These embeddings are shared
with the Attention-based Click Predictor, but here we focus solely
on the temporal dynamics of the interaction.

4.1.4 User-based Click Prediction. We combine the attention-based
and the virality-aware click predictions through a weighted linear
combination that counterbalances their impact. The trade-off be-
tween collaborative and virality contributions varies on a user basis,
since some users are more inclined to click on viral items, while
others prefer news that better aligns with their specific interests.

Notably, given a user𝑢 and a news item 𝑖 , a personalized trade-off
parameter 𝛼𝑢 is used to combine the click probability predictions
𝜎 (𝑥Att

𝑢𝑖
(𝑡)) and 𝜎 (𝑥Vir

𝑖
(𝑡)), obtained by applying a sigmoid function

to the outputs of the Attention-based and Virality-aware Click
Predictors, respectively. The parameter 𝛼𝑢 is the output of a Gate,
i.e., a sigmoid-activated MLP, trained to determine the propensity
of a user 𝑢 towards viral news from the representation of such user
computed by the Attention-based Click Predictor. Finally, the click
probability 𝑝𝑢𝑖 (𝑡) is computed as follows:

𝑝𝑢𝑖 (𝑡) = 𝛼𝑢 · 𝜎 (𝑥Att𝑢𝑖 (𝑡)) + (1 − 𝛼𝑢 ) · 𝜎 (𝑥Vir𝑖 (𝑡)) . (1)
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Table 1: Summary of the competition results in terms of accuracy and beyond-accuracy metrics

Model AUC MRR nDCG@5 nDCG@10 Intralist Diversity Novelty Serendipity Coverage

Most Popular 0.4171 0.2573 0.2770 0.3800 0.7328 12.5449 0.8031 0.020
Most Viral 0.4326 0.2641 0.2881 0.3873 0.7328 12.5449 0.8031 0.020
:D (1st) 0.8933 0.7350 0.7923 0.8002 0.7697 3.7017 0.7678 0.632
BlackPearl (2nd) 0.8825 0.7165 0.7762 0.7861 0.6877 4.9304 0.7538 0.320
Tom3TK (3rd) 0.8707 0.7029 0.7631 0.7751 0.7121 4.7701 0.7543 0.612
FeatureSalad (Academic 1st) 0.8494 0.6638 0.7296 0.7451 0.7328 12.5449 0.8031 0.020
DIN 0.6927 0.4724 0.5292 0.5771 0.7421 5.9069 0.7785 0.692
DIVAN 0.7091 0.4851 0.5435 0.5891 0.6580 8.7076 0.7745 0.872

4.2 Model Optimization
The training phase updates the embeddings of all features in the
model, ensuring accurate user-article click predictions that reflect
actual user interactions with news articles.

We train the model using a Bayesian Personalized Ranking (BPR)
loss [8], which assumes that a user 𝑢 prefers a consumed item
over a non-consumed item and allows us to optimize the model by
maximizing, for each pair of clicked news and non-clicked news, a
function of their difference. Thus, for each clicked article, we sample
14 negative interactions to let the model learn the user interests.

The final loss function combines contributions from theAttention-
based and Virality-aware Click Predictors. It uses Binary Cross-
Entropy (BCE) Loss for the Virality-aware Click Predictor to dis-
tinguish clicked from non-clicked samples and BPR Loss for the
Attention-based Click Predictor to prioritize ranking clicked news
higher. Additionally, a penalty term is included to prevent the
Virality-aware Click Predictor from being dominated by theAttention-
based Click Predictor, avoiding model degeneration into DIN.

5 EXPERIMENTS
In this section, we present the experimental protocol and the results
obtained by our model, followed by a discussion of the findings.

Experimental Setup. Throughout the competition, we extensively
explored and validated various configurations for our architecture.
However, here we describe only the details of the chosen model.

The Attention-based Click Predictor utilizes a deep neural net-
work with hidden layers consisting of 1024, 512, and 256 units, all
activated by ReLU functions. The network is trained using a dropout
rate of 0.1. Additionally, the attention mechanism comprises hidden
layers with 512 and 256 units, also activated by ReLU functions
and trained with a dropout rate of 0.2. The embedding regularizer
has been set to 1.e-4. On the other hand, the Virality-aware Click
Predictor has been designed with hidden layers of 512, 256, and 128
units, activated by ReLU functions, and trained with a 0.3 dropout
rate. The gate module consists of hidden layers with 128 and 64
units and is trained with a dropout rate of 0.2. The optimization
has been performed using Adam [4] with a learning rate of 0.001,
𝛽1 set to 0.9, 𝛽2 set to 0.999, and without weight decay.

Discussion. The evaluation, considering accuracy and beyond-
accuracy [3], has been performed using CodaBench5 [13]. The re-
sults in Table 1 compare DIVAN with i) two unpersonalized models,

5https://www.codabench.org/

i.e., Most Popular and a virality-based ranker (named Most Viral)
where the item’s popularity is discounted by a negative exponential
factor based on the time elapsed between its publication and its
appearance in the impression, ii) the top three teams and the best
academic team of the RecSys 2024 Challenge, and iii) the DINmodel,
equivalent to DIVAN without the Virality-aware Click Predictor.

Notably, DIVAN performs better than DIN in terms of accuracy
metrics and significantly outperforms the non-personalized Most
Popular and Most Viral recommenders. The improvement over
DIN, though not sufficient to reach the top of the Challenge leader-
board, empirically supports the introduction of the Virality-aware
Click Predictor, and demonstrates its critical role in capturing the
temporal aspects influencing user interests and news article trends.

Interestingly, DIVAN has a lower Intralist Diversity than DIN
and the other models, but achieves higher novelty and coverage.
This suggests that while DIVAN continues to capture user interests
effectively thanks to its Attention-based Click Predictor, it trades
DIN’s ability to explore a broad range of interests for the opportu-
nity to provide fresh and trending articles from a narrower set of
interests, thanks to the Virality-aware Click Predictor. This aspect is
crucial for long-tail content discovery, enhancing user satisfaction
by not repetitively recommending only the most popular items.

6 CONCLUSION
This paper presented DIVAN, a solution to the RecSys 2024 Chal-
lenge. DIVAN addresses the challenges of dynamic user interests
and ephemeral news popularity by jointly modeling user prefer-
ences and content virality. Experimental results on the provided
EB-NeRD dataset demonstrated superior performance in accuracy
metrics compared to baseline models while also improving novelty
and coverage. These findings suggest that integrating virality sig-
nals on a user-specific basis enhances recommendation quality and
content discovery. Future research directions may include refining
the model architecture and evaluating its efficacy across diverse
news domains and user demographics.
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